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Abstract – In this paper, some of the image processing 
and pattern recognition methods that have been used on 
medical images for cancer diagnosis are reviewed. 
Previous studies on Artificial Neural Networks, Genetic 
Programming, and Wavelet Analysis are described with 
their working process and advantages. The definition of 
each method is provided in this study, and the 
acknowledgement is granted for previous related 
research activities. 
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I. INTRODUCTION  

Cancer is the second leading cause of death for 
both men and women in the world, and is expected to 
become the leading cause of death in the next few 
decades. Therefore, more efficient cancer detection 
methods can save many lives. In recent years, the 
classical methods of cancer detection, which include 
interpretation of CT, PET, MRI and combination of 
these by physicians or trained technicians, Blood 
tests have become obsolete, due to their low 
accuracy. When referring to the accuracy of a 
medical test, a perfect test gives only true positives 
and true negatives, and the worst possible test would 
be the same as guessing. Unfortunately, many of the 
classical tests fall somewhere in between these two 
extremes, and this can increase the chance of 
misdiagnosis. 

Cancer detection has become a significant area of 
research in the image processing and pattern 
recognition community. In order to further improve 
the efficiency and veracity of diagnoses and 
treatment, image processing and pattern recognition 
techniques have been widely applied to the analysis 
and recognition of cancer, evaluation of the 
effectiveness of treatment, and the prediction of the 

development of the cancer. The aim of this paper is to 
present a review on some of the useful image 
processing and pattern recognition approaches that 
have been applied on different types of medical 
images in this utmost important field. This paper only 
provides a perspective on the subject of cancer 
diagnosis through pattern recognition, and can be 
considered an introduction to a deeper research on 
the techniques presented. 

The main purpose of pattern recognition in cancer 
diagnosis is to solve the pattern classification 
dilemma where a set of input features are used to 
determine if a patient has a particular disorder. A 
myriad of approaches, such as artificial neural 
networks, genetic algorithms, fuzzy sets, rough sets, 
wavelet filters and statistical transforms, have been 
employed in order to solve this problem. Optical 
Fourier transforms [1] and wavelet transforms are 
effective on micro calcification where the high spatial 
frequency in the Fourier spectrum allows for their 
identification, but may not be as accurate on masses 
where a lower spatial frequency exists similar to the 
surrounding tissues. Fuzzy logic [2], Bayesian 
networks [3], case-based systems [4] and artificial 
neural networks [5,6,7,8] have been utilized with 
different degrees of success. Artificial neural 
networks have demonstrated their capabilities in this 
area and have been widely adopted due to their 
generalization capabilities [9]. 

Generally, the systems, using the methods 
mentioned above, that can help in the process of 
diagnosis, namely computer aided diagnostic (CAD) 
systems, are used in the classification task where 
certain features (clinical findings) are used to assign a 
case to a particular pattern which represents a 
diagnosis. Therefore, these can improve the 
performance of the radiologist in terms of reducing 
the number of misdiagnosis and reducing the time 
taken to reach a diagnosis, which note the two most 
important criteria in developing a CAD system. Other 
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performance measures, such as computational 
complexity and operational load can be overlooked, 
if kept in an acceptable level. 

The rest of the paper is organized as follows: 
different materials and methods used in cancer 
detection are addressed in section 2. The paper is 
concluded in section 3. 

II. MATERIAL AND METHODS 

Different methods must be used in the detection 
of different types of cancer. It is because of the 
different types of medical images used in the process 
of diagnosis. In this section, some of the more 
commonly used pattern recognition methods in 
cancer detection are briefly described. 

A. Artificial Neural Network (ANN) 

The Artificial Neural Network (ANN) is an 
information processing paradigm that is inspired by 
the way the brain processes information. The key to 
this paradigm is the novel architecture of the 
information processing system, consisting of a large 
number of neurons working together to solve 
problems. The advantages of neural network methods 
are claimed to be as follows: 
 

• Ease of optimization, which results in 
flexible non-linear modeling of large 
datasets. 

• Distributed processing and representation of 
information. 

• Massive parallelism. 
• Learning based adaptation. 
 

Artificial neural network is formed from an input, 
middle (hidden), and output layer. The layers are 
interconnected by weighed connection lines. All the 
information is weighted and can increase or decrease 
the activation of the node. The simplest neural 
network model is represented by the perception, 
which consists of a linear combiner followed by an 
activation function. The summing node of the 
perceptron computes a linear combination of the 
inputs (weights). The result is applied to its activation 
function. Accordingly, the perceptron produces a 
certain output, depending on the type of the 
activation function. An example of a two-layer 
perceptron architecture is displayed in Fig. 1. 

In order to understand what neural networks are 
applied on, we need to comprehend the method of 
imaging used. Endoscopic UltraSound (EUS) 
represents a high-resolution method of imaging of the 
Gastro Intestinal (GI) tract and the nearby organs. It 
requires the usage of a special video-endoscope 
coupled with a miniature ultrasound transducer 
located at the end of the endoscope [10]. Endoscopic 
UltraSound Elastography (EUSE) is a newly 
developed imaging procedure that characterizes the 
differences in the hardness and strain between 
diseased tissues and normal tissues. EUSE has been 
used in several studies for the differentiation of 
benign and malignant lymph nodes, with the 
sensitivity and accuracy, higher than conventional 
EUS methods.  Classically, the images were analyzed 
by doctors to determine if a tumor is malignant or 
benign. However, this method exhibits a major 
disadvantage due to the subjective means in which 
clinician raters analyze a large range of color 
nuances, on the basis of which an objective decision 
regarding the type of the tumor is to be derived 
[11,12]. An image which is the product of the above-
mentioned imaging procedure is given as an example 
in Fig. 2.  

In order to apply the neural network methodology 
to differentiate between the images taken from the 
sample movies, which contain either benign or 
malignant tumors; the movies need to be digitalized. 
Since an EUSE sample movie (dynamic image) 
consists of a sequence of 125 frames (static images) 
displaying 255 colors, then, from a mathematical 
point of view, there must be  a 125×255 matrix (aij) 
for each patient, each row corresponding to a certain 
frame of the sample movie and each column 
corresponding to a color [10].  
 

 
Figure 1. A two-layer perceptron architecture. 
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Figure 2. A frame from an EUSE sample movie, indicating a hard tumor (blue), and the soft surrounding tissues. 

Since the natural input of a Neural Network (NN) 
is represented by vectors, a method of summarizing 
the matrix corresponding to an EUSE sample movie 
in a vector pattern is needed. Since ija represents the 
frequency of the color j in the i-th frame, then 
 

 
   

   
   

 
is the mean frequency of the color j in the sample 
movie. Consequently, the vector (  ,  ,…,    ) 
represents an average histogram summarizing the 
information provided by an EUSE sample movie. 

During the classification process of the tumors 
types, a Multi-Layer Perceptron (MLP) or a Back 
propagation (BP) with two or more hidden layers is 
usually used. To evaluate the classification 
efficiency, two metrics can be computed [10]: 
 

1. The training performance, which is the 
proportion of the cases which are correctly 
classified in the training process. 

2. The testing performance, which is the 
proportion of the cases which are correctly 
classified in the testing process. 

 
The testing performance provides the final check 

of the ANN classification efficiency. Hence, it is 
interpreted as a diagnosis accuracy using the ANN 
support. 

Previous research in this area has been undertaken 
by various researchers. Wu et al. [13] used an ANN, 
which was trained using Back propagation Algorithm 

with ten hidden layers, to learn from 133 image 
instances. A single output node was trained to 
produce 1 for malignancy and 0 benign.  

Another instance of BP was used by Floyd et al. 
[14] who used eight input parameters: mass size and 
margin, asymmetric density, architectural distortion, 
calcification number, morphology, density, and 
distribution. The questionable result of the 
experiments, done with BP, over 260 cases, was a 
classification accuracy of 50%. 

Furundzic et al. [15] achieved the classification 
accuracy of 95% by presenting another BP with five 
hidden layers and 29 input features. 

Gorunescu et al. [10] used only two layer MLP, 
and achieved a classification accuracy of 96% . 

Although ANNs have a lot of applications in 
current cancer detection methods, but Hybrid 
systems, such as fuzzy-neural, fuzzy GAs, and neural 
GAs are mostly preferred, due to their much better 
conditions [16]. 

B. Genetic Programming 

The broad adoption of Genetic Algorithms, where a 
population of individual parameters is encoded as 
streams of bits, was introduced by Holland [17], and 
has been used in many different areas. It has three 
major applications: intelligent search, optimization 
and machine learning. Genetic algorithm is a 
framework for solving any type of problem. The GA 
processes itself in a simple loop that always follows 
the same way of using the genetic operators and 
selection of objects for reproduction [16]. The key 
component of Genetic Algorithms is the emphasis on 
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crossover or recombination of individual solutions in 
a population. 

Later, a new attempt to evolve computer 
programs began. This was an effort to create 
computer programs whose outputs were new 
computer programs, which solved problems. 
Rechenberg [18] created evolutionary strategies that 
started with a population of computer programs, and 
then by mutation and crossover created a new 
population. After that, by using a fitness measure, a 
test was performed to see whether the new program 
was better than its parent(s). Koza [19,20] proposed 
Genetic Programming (GP), which is the most widely 
used of such systems . 
Some of the important features of GP include [21]: 
 

• The ability to control the bias incorporated into 
feature selection. 

• The ability to integrate data to produce mixed 
models of data. 

• The ability to create human readable results. 
• The ability to create unconstrained solutions. 

 
One of the main uses of GP, which has many 

applications in cancer detection methods, including 
breast cancer, which is one of the main causes of 
death in women, is feature extraction. There are two 
phases in feature extraction [21]: first, the 
information needed for classification is extracted 
from data to an m-dimensional feature vector; 
second, an n-dimensional feature vector (n<m) is 
created from the parameter vector. The task of linear 
feature extraction measure transformation algorithm 
is to reduce the dimensionality of pattern observation 
space by finding a suitable linear subspace in which 
the class separability is optimally maintained [21]. 

To indicate the efficiency of GP, first four linear 
measures which are all independent feature extraction 
methods are briefly described [22].  

1) Principal component analysis (PCA) 

PCA is a well-established unsupervised method 
for feature extraction and dimensionality reduction in 
terms of a standardized linear transformation, which 
maximizes the variance of the transformed feature 
space. PCA does not require the information about 
datasets containing observations labeled by 
corresponding classes. 

2) Fisher linear discriminant analysis (FLDA) 

FLDA is the classical method for real-valued 
feature extraction using a linear transformation. 
FLDA is a supervised method and is designed 
optimally with its ability to maximize the ratio of 

between-class scatter and within-class scatter of 
projected features. 
 

3) Alternative Fisher linear discriminant analysis 
(AFLDA) 

AFLDA is a new measure to overcome the 
limitation of FLDA for binary classes, by replacing 
the original between-class scatter with a new scatter 
measure [22]. 

4) Modified Fisher linear discriminant analysis 
(MFLDA) 

The limitation of within-class scatter of FLDA is 
that it cannot reveal the distribution of observations 
precisely. Although the computational demand of 
FLDA is low, it has one disadvantage when it is used 
as a measure of class separation. A large value of 
FLDA may be due to well-separated clusters. 
However, two overlapping classes with small values 
of variance may also result in large values of FLDA. 
Generally, the overlap is the main reason of the 
classification. Hence the higher ratio of between-
class scatter and the within-class scatter may not help 
to improve the classification. In some cases, the 
classification performance may even drop. To 
overcome the limitation of FLDA and genuinely 
reflect the distribution of each pattern, a new within-
class scatter that uses the distance between any two 
patterns belonging to the same class instead of the 
variance is developed [23]. 

GP, as a form of evolutionary algorithm and an 
extension of GA, has been proposed as the 
framework for the feature generation. GP derives the 
ability of feature selection from GA, but provides 
much larger feature space than GA to generate new 
features by nonlinearly combining terminators and 
operators. Some Fisher criterion measures are 
employed as the objective function of GP especially 
in order to evaluate the effectiveness of features and 
determine the features that can survive during the 
evolutionary process [22]. Various classifiers have 
previously been b\used in this field, some which that 
have been proven more efficient through the 
experiments of previous researchers are cited in this 
paper. 

Guo et al. [22] has employed minimum distance 
classifier (MDC), Multi-layer Perceptron (MLP), and 
Support Vector Machine (SVM) as classifiers in 
order to evaluate the discriminating ability of features 
generated by the previously-described feature 
extraction methods, and GP. 

MDC finds centers of classes, and measures 
distances between these centers and the test data. The 
distance is defined as a measure of similarity in the 
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way that the minimum distance stands for the 
maximum similarity. 

MLP, which usually consists of one hidden layer 
with between 2 and 14 neurons, and one output layer 
when used as a classifier, is one of the most common 
classifiers because of its ability to learn and identify 
patterns in the source data. 

SVM is, in fact, a supervised learning algorithm 
capable of solving classification problems [24, 25].  

Guo et al. [22] has compared the result of 
classification, using one to five linear features 
extracted by PCA, FLDA, AFLDA, and MFLDA as 
the input to MDC. The results are shown in table 1. 

Table 2, indicates a comparison of classification 
results for breast cancer diagnosis using different 
pattern recognition systems, which were explained 
previously. As it can be seen, the most accurate 
pattern recognition system is GP based on Modified 
Fisher criterion (MF-GP) with MDC with the 
accuracy of 98.94%. 
C. Wavelet Analysis 

As mentioned earlier breast cancer in women is 
one of the most common types of cancer, threatening 
many lives. The required medical image for the 
diagnosing process of breast cancer is mammogram, 
and is considered the most reliable method in early 
detection [26]. However, because of the high volume 
of images to be analyzed and lack of senior 
radiologists, the accuracy rate tends to decrease. 
Therefore, automatic reading of these digital medical 
images, with image processing and pattern 
recognition, is now highly desirable. 

As previously-mentioned the main purpose is to 
differentiate benign and malignant masses. Mousa et 
al. [27] proposed a system based on wavelet analysis 
[28] of the image and the adaptive neuro-fuzzy 
interface system [29, 30] for creating the classifiers. 

 
TABLE I. Comparison of classification accuracy (%) of 

PCA/MDC, FLDA/MDC, AFLDA/MDC and 
MFLDA/MDC, using WDBC data [22]. 

Algorithms Inputs Best accuracy(%) Average(%) 
PCA/MDC 2 88.76 88.62 
FLDA/MDC 3 88.94 88.59 
AFLDA/MDC 2 88.94 88.69 
MFLDA/MDC 4 89.29 89.01 

 
TABLE II. Comparison of classification accuracy (%) of stand-

alone MLP and SVM, F-GP/MDC, AF-GP/MDC 
and MF-GP/MDC, using WDBC data [22]. 

Algorithms Inputs Best accuracy   
(%) 

Average 
(%) 

Std 
(%) 

MLP 30 97.34 96.21 1.73 
SVM 30 96.72 96.32 0.82 
F-GP/MDC 1 98.77 97.40 1.60 
AF-GP/MDC 1 98.42 97.36 1.39 
MF-GP/MDC 1 98.94 97.47 1.56 

A wavelet is a waveform of effectively limited 
duration that has an average value of zero [31]. 
Wavelet analysis is the breaking up of a signal into 
shifted and scaled versions of the original wavelet. 
The use of a fully scalable modulated window solves 
the single-cutting problem. The spectrum is 
calculated for the window, each time it is shifted. The 
same process is repeated with a shorter or longer 
window, for every new cycle [32]. 

When using wavelet analysis or many other 
techniques, three stages form the system: 
preprocessing, feature extraction and classification 
process. In the preprocessing stage, the quality of the 
image is improved in order to make the feature 
extraction phase more reliable. In the feature 
extraction stage, the features are extracted based on 
the wavelet decomposition process and are passed to 
classification stage, where the abnormality in digital 
mammograms are classified. According to Mousa et 
al. [27] globally processed image and the locally 
processed image are some of the best techniques used 
for classification.  

III. CONCLUSION 

Cancer is one of the leading causes of the death 
among men and women. Therefore accurate cancer 
detection methods can save many lives. Image 
processing and pattern recognition can play important 
roles in correct diagnosis of cancer. Different types of 
digital images are used for the detection of different 
types of cancer. Therefore, different techniques must 
be used to analyze these images. In this paper, three 
of the main techniques used in cancer detection were 
reviewed. Artificial Neural Networks are commonly 
used in Endoscopic Ultrasound images and because 
of their learning based adaption and ease of 
optimization, are very popular. Genetic Programming 
is widely used in feature classification of mainly 
breast cancer, and with the help of proper classifiers, 
highly accurate results can be achieved. Wavelet 
analysis is also a useful method, which is mostly 
applied on mammograms for breast cancer detection. 
It can also increase the accuracy of results, if being 
used with the proper classifiers. The techniques 
described in this paper are used on different types of 
medical imaging and data. The neural network 
technique described in this paper in commonly used 
the frames of CT scanned videos, while the wavelet 
analysis techniques is used on mammograms based 
on experiments done by the previous researchers. The 
GP is commonly used to extract features that allow 
pattern vectors belonging to different categories to 
distribute compactly and disjoint regions. 
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